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Abstract

Several different acoustic transforms of the speech
signal are compared for use in the assessment and
evaluation of concatenative speech synthesis. The
transforms tested include LPC, LSP, MFCC, bispec-
trum, Mellin transform of the log spectrum, Wigner-
Ville distribution {(WVD), etc. The computed dis-
tances between a synthesised utterance and a natu-
rally spoken version of the same sentence are com-
pared by correlation with perceptually-based scores
obtained from a MOS evaluation. The results show
that the distances computed using the bispectrum
have the highest degree of correlation with the MOS
score. Both the RMFCC and the LPC outperform
the M¥CC and the LPCC. The WVD-based cep-
strum is found to behave poorly in this task.

1. INTRODUCTION

With advances in the technology of computer mem-

ory, computing power, and speech synthesis, the qual-
ity of synthetic speech is continually improving. Much
attention is now being devoted to the assessment and

evaluation of quality in the synthetic speech.

The evaluation measures can be generally classi-
fied into subjective and objective methods. Subjec-
tive methods require human listeners to judge speech
quality, which may be evaluated for intelligibility,
naturalness, voice pleasantness, liveliness, friendli-
ness, etc., but individual subjects can perform dif-
ferently when attempting the same task of synthetic
speech assessment.

The Mean Opinion Score, a standard method for
evaluating speech coding, can also be used to deter-
mine the quality of synthetic speech. However, the
fact that the MOS score needs the expertise of hu-
man listeners causes the subjective evaluation pro-
cess to be lengthy and expensive. This motivates
many researchers to investigate automatic objective
measures which are expected to provide results in
agreement with the subjective measures. Physical
distance measures between speech waveforms, which
have been widely employed in speech recognition tech-
nology, can be used for this purpose.

Previous work (e.g., [1]) compared several dif-
ferent distance measures for speech recognition, and

" showed that recognition performance varies accord-

ing to the features used. For speech synthesis how-
ever, relatively little research has been performed on
this topic, although recent developments in concate-
native speech synthesis have used objective distance
measures for selection units from a large speech cor-
pus [2]. Since the purpose of this unit selection is to
locate segments that will make the synthetic speech
sound natural, much effort has been devoted to find-
ing the relation between objective distance measures
and perceptual impressions.

In a recent study investigating the perceptual rel-
evance of distance measures for unit selection [3],
some commonly-used distance measures such as FFT-
based cepstra, .LPC-based cepstra, line-spectrum pairs
(LSP), log area ratios (LAR), and a symmetrized
Itakura distance were compared. The results re-
vealed that transforms which use frequency warping
had a higher degree of correlation with the percep-
tual data than those did not, and that the MFCC
and Itakura distance achieved the highest correlation
among the measures investigated.

This paper will focus on the comparison of nine
different distance measures for evaluating the qual-
ity of synthetic speech. The evaluation framework
is based on comparison between synthesised utter-
ances and original speech waveforms using feature
representation and dynamic time warping,

The correlation between the computed distances
and a previously obtained MOS score is used to de-
termine which transform performs the best diserim-
ination. The results show that a measure based on
the bispectrum has the highest degree of correlation
with the perceptual data, while the distance measure
based on the Wigner-Ville distribution is revealed to
perform poorly for our task.

2. REPRESENTATIONS OF THE
SPEECH WAVEFORM

In all, nine different acoustic transforms are com-
pared for use in the assessment of concatenative speech
synthesis. They are the linear prediction coefficients
(LPC [4]), linear prediction cepstral coefficients (LPCC
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[5]), line-spectrum pairs (LSP [6]), mel-scale frequency
cepstral coefficients (MFCC [7]), residual MFCC (RM-
IF'CC, see below), bispectrum [8], modified Mellin
transform of the log spectrum (MMTLS [9]), seg-
mental modified Mellin transform of the log spec-
trum (SMMTLS [10]), and Wigner-Ville distribution
based cepstrum (WVD [11]). The RMFCC is com-
puted via two steps: first, the LP residual is pro-
duced by passing the speech signal through a twelve-
order LP analysis filter, then the RMFCCs are caleu-
lated by converting the LP residual into mel-frequency
cepstral coefficients.

The Hnear-prediction analysis and Fourier anal-
ysis based speech features are determined from the
amplitude spectrum or power spectrum (or autocor-
relation function). The phase information of the
speech signal is thus neglected. However, phase in-
formation has been proven to play an important role
in speech naturalness and signal quality in general.
Furthermore, the higher order information is ignored
since the power spectrum is only determined by sec-
ond order statistics. If speech were a Gaussian pro-
cess, then the second order statistics would suffice for
a complete description. However, evidence appears
to indicate that in general speech is non-Gaussian.
The above two reasons motivate us to use the bis-
pectrum for the evaluation of speech synthesis. The
bispectrum, by definition, is
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where w; and wy are angle frequencies,W(f, m) is
a two dimensional window function which is used
for good bispectral estimation and R({,m) is the
third-order autocorrelation function. For further de-
tails refer to [12]. In this paper, a two-dimensional
Fourier transform was used to compute the bispec-
trum. Since the dimension of the bispectrum is gen-
erally high, a two-dimensional DCT was used to de-
compress the bispectrum into lower order coefficients.

Cohen’s class of time-frequency distribution (TFD
[13]) is defined by
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where f(u) is the signal, f*(u) its complex conjugate
and ¢(#,7) the kernel defining a particular distri-
bution. Different choices for the kernel yield quite
different TFDs. For example, a kernel taking a con-
stant value, say 1, will yield a well-known TFD called
the Wigner distribution (WD). Cohen’s class TFDs
satisfy a long list of properties yet this varies with the
different choice of kernel. The utility of the bilinear
TFDs in speech processing derive from their ability
to provide simultaneously high time and frequency

45 \

4 L3 HOMATL e A CHATRUDRY. .
-+ fest-seg - PSOLA
~+ cepstrum -»- CHATR-98
35

\\'/Y//
%

femalel femaleZ malel male2

Figure 1: Results of MOS evaluation, comparing nat-
ural human speech and several different synthesis
methods using four speakers’ voices

resolutions and thus avoid the well-known TF trade-
off in the short-time analysis. In this paper, only
the Wigner-Ville distribution is used and the feature
extraction scheme is the same as that described in
[11].

3. EVALUATION METHOD

The speech waveforms were synthesized using the
CHATR. system [14] using raw-waveform concate-
nation. MOS tests had been previously performed
to determine the benefits of using signal processing
to modify the prosody of waveform to the predicted
targets (see Figure 1). The comparisons reported
in this paper use the results from three methods:
(a)Test_Seg’, (b)PSOLA’, and (c)'UDB’ (see Table
1).

The basic evaluation principle used in this pa-
per is to compare the synthetic speech to its natu-
ral recorded counterpart. The original speech signal
and the synthetic speech signal are first segmented
into frames. Each frame is then represented by sev-
eral feature coeflicients. Since the synthetic speech
and the natural counterpart may have different du-
rations, and therefore unequal numbers of frames,

Table 1: Configuration of test data
method: | (a) [ (b) | (c)
signal processing | no | yes | no
natural prosodic targets | yes | yes | no
predicted prosodic targets | no | no | yes




Table 2: Correlation coefficients for six test sentences
(and overall average) and different objective mea-
sures

sl s2 s3 s4 35 s6 | Ave

Ipc 79 | .78 | 85 | 65 | .TO | 79 | .78
Ipce 78 { .78 | B3 | B8 | 35 | .74 | .TO
Isp 77|77 [ 83 | 68 | .35 | T6 | .69
mfce 79 [ 81 | 81 | 66 | .20 | .71 .67

rmfcc B0 | 75 | 84| BT | T4 TT | .76
mintls b4 | 48 | 86 | 43 | 22 | .67 | .56
smmils | 77 | 73 | 85 | 63 [ 54 | .75 | .72
bispec 8L | .79 | 87 | 68 | .67 | .88 | .78
wvd 62 | 63 | 64| 40 | 20| 25 | 43

dynamic time warping (DTW) is used for alignment.
The result of DTW is a distance between the natu-
ral and the synthetic speech. The higher the distance
value the poorer the quality of the synthetic speech,
so the quality of speech synthesis corresponds to the
inverse distance profile for each feature. To obtain
an objective score which has a direct proportion to
the speech quality, a transform is used to change the
distance to a score

S.(D) = 52 3)
where D is the distance and S, is the objective score.

However, even after the transformation, the re-
sulting score is not a five-level quality score. We
therefore use the correlation with the MOS score as
a benchmark to assess the distance measure.

The data used in this comparison come from 40
listeners’ evaluations of six Japanese sentences. For
each sentence, natural speech and five types of syn-
thetic speech from four voices were heard. Each sen-
tence was scored twice by the listeners, using a five-
level MOS evaluation score. Listeners were asked
to judge naturalness and intelligibility, where ‘nat-
uralness’ was defined to include both prosodic and
voice-quality features.

4. EXPERIMENTAL RESULTS

Both the original natural speech and the syn-
thetic speech were sampled at 16kH=z. For all trans-
forms except WVD, the speech signal is segmented
into frames of 20 ms. FEach frame was converted
into 12 feature coefficients according to each of the
transforms to be tested. WVD is an exception. It
makes no implicit short-time stationary assumption
and therefore it is not necessary to segment the speech
signal into frames. However, the WV distribution of
a discrete speech signal is a two-dimensional data
matrix. In order to change the two-dimensional data
matrix into a feature vector sequence like MFCC, the
WYV distribution is sampled along the time axis with
an interval of 20ms. For each time point, a slice of the

WVD, as the frequency domain input, is converted
into 12 MFCCs.

The computed distance scores and the MOS scores
are described in more detail in [15]. In this paper,
we will use the population correlation coefficients
as a benchmark to judge which transform is more
appropriate for the assessment of speech synthesis.
The results are shown in Table 2. It can be seen
that from the sentence to sentence, the correlation
varies greatly. For sentence s1, s3 and s6, the bis-
pectrum has the highest correlation with perceptual
data. The corresponding popuiation correlation coef-
ficients reach 0.811, 0.866 and 0.859 respectively. For
82, the MFCC has the highest correlation with the
MOS score. LPCC and bispectrum get the highest
correlation in sentence s4¢. RMFCC gives the high-
est correlation for sentence s5. The average popula-
tion correlation of objective measures with the MOS
scores is shown in the last column.

5. DISCUSSION

It can be seen that overall, the bispectrum has the
highest degree of correlation with MQS scores. This
may possibly come from two useful properties of the
bispectrum. First, the bispectrum encapsulates some
phase information, which is thought to play an im-
portant role in speech naturalness or in general speech
quality. Second, all three synthesis methods to be
evaluated in this paper employ the concatenation
of segments of recorded natural speech. The wave-
form concatenation is performed by minimizing the
MFCCs of the pairs of successive units. In another
words, the second order statistics are taken into ac-
count in the synthesis process, so in the evaluation
process the higher order information, represented by
the bispectrum, may be more efficient.

The LPC transform performs better than the LPCC
and the LSP, although the reason for this is not clear.
From Table 2 it can be seen that in most cases the
LPC, LPCC and LSP perform similarly. There is one
exception for sentence sb. In that case, LPCC and
LSP have correlation coefficients of .35, while the
LPC has a value of 0.7. We need to perform further
experiments with a larger database before we can
draw a conclusion for the evaluation among LPC,
LPCC and LSP transforms.

The MFCC transform performs poorly in com-
parison with the bispectrum, the LPC, LSP, LPCC
and SMMTLS. This result was unexpected, since
many papers have reported that the MFCC has a
higher correlation than the linear prediction based
features. The cause may possibly be that, as men-
tioned above, the unit selection in the synthesis is
based on minimizing the MFCCs between two sue-
cessive segments, hence the MFCC may not be reli-
able for assessment.

The WVD performed poorly in this comparison.



One reason may be that we have not yet found an
optimal way to convert the Wigner-Ville distribu-
tion into parameter vectors. Although the WVD
can achieve very high time and frequency resclu-
tion simulianeously, it has some cross-term proper-
ties which may affect the performance.

Finally, the RMFCC has a correlation which is
poorer than the bispectrum while better than the
other seven methods. This is a particularly inter-
esting result. It may indicate that the LPC residue
contains some information about the speech signal
such as pitch information which affects the quality
of speech greatly.

6. CONCLUSION

In this paper, several acoustic features were inves-
tigated for assessment and evaluation of synthetic
speech. They are the LPC, LPCC, LSP, MFCC, RM-
FCC, MMTLS, SMMTLS, the bispectrum and the
Wigner-Ville distribution. A comparison between
computed distances and the MOS score was per-
formed. The database used contains six Japanese
sentences. Each ‘sentence’ includes the natural speech
and three kinds of synthetic speech from two male
and two female speakers. In all, 24 natural speech
sentences and 72 synthetic speech sentences were com-
pared. The results show that distances computed
from the bispectrum had the highest correlation with
the MOS score. Objective distance measures using
the RMFCC also had a high correlation with the
perceptual data, which reveals that the LPC residue
also contains some important information about the
speech signal that should be considered in assessing
the speech quality.

In this paper, only signal level features are consid-
ered, but quality assessment and evaluation of syn-
thetic speech is a multi-dimensional problem. Infor-
mation from at least two different levels needs to be
taken into account, i.e., integrating both signal level
features and prosodic features. Prosodic evaluation
is currently being performed separately and is a much
more subjective task. Work is in progress to combine
the automatic assessment of prosodic features for a
more comprehensive evaluation result. Our future
plans also include extending the current signal-level
research using more extensive test data.
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